DR
5. Al ==

VEEH WlaT



AEMRE =1 —ZILRINT—D

o FFEHAAE neuron

EIRVNESS I N

—
/ \&xj]

. BHRZEEIC, o miEHaEns TR

synapse MZ#&H 5

 UFTREMETIERER IS (A H)
RN TER B s R eSS BRI

ST, MREZEYHERIn

. BRRInA IR EMEEZ R (RO

FETHRE A~ )

e Za—3)LARYINI— neural network
— fEMRAESI 57 G=(V,E) TETILIE

N
e

> tH 73




MR E =1 —ZILR YT —
o FEHARE neuron

Za—J)LRYbI—2 neural network



HRMRE =1 —T LRV NI —2
« HEARIZWFEANNOHAFETOEE GHE)

ZEANTD
& A weight
X] W]v
AT ¢ * ti 77 output XHHEIF1DED,
(nﬂlﬁlnfu *2 : > 1% > )y ROEHDL=v
- IfEESND
X, Wiy BE{E threshold
QV
Sy = WX twoxt Aw, x, =0, y, = als,)
=w Ix
1\ % . . sle . . .
Wiy Xq X ald BT 1L EH%X activation function
Wav X5
T:be, w, = , X = :
Who Xn
0, —1

X B EBE w, [ZE 1=y EDEA DIE



i b S Pt Ry 1 U Ny Bty
o EHEERELTHEOLNSEZDH

sigmoid function

— U EAFBEA#K sigmoid function o
s) = € (0,1) 5
—  Weh#RIEEBIEL hyperbolic tangent function™ ™' e Heter
S . —S 0.5
tanhS — (S _1;1 Rl S Y R Y N B 8 A
() eS_|_e—S ( ) o PTG OE S F A
— S T7B# ReLU ramp function ramp function
S (S 2 0) 4.0
ReLU(s) = iy
(s) {0 (s <0) ¢
x: ReLU=Rectified Linear Unit I EEFEE L R EE




—a—JIILRYbT =V ERFE

=g KAy —DFZEIZLI-DOM
v 15“ 14 X 3E$0)E1§EE&E” EEZFHE Deep Learning
_  KEFEILO(E)~255(H) DEH <iEBZE Deep Learning Dl >

> BHIAHZI—FILRYET—
[ELT B, EERH CNN; Convolutional Neural Network

» EIRE 1 —FILRvET—D
RNN; Recurrent Neural Network
> FEHRIEFEE DQN; Deep Q-Network

ANE RNz A E
input layer hidden layer output layer

—  AHBNQ2E) LB

X1BFH - BFHExce ThM W FE B A 18 iT5Em+t (2019) 5



—a—JIILRYbT =V LT E

» input layer — hidden layer

( H _ .. H H H _ HN\T
Sy = WXy + ot wip X, — 07 = (Wi)' x

¢ syl =wihxy + -+ sz,zxu — 04 = (wy)'x
\ X1 X1, — 04 X
/Wfi X1
WzHi X2
=L wi = ¢ |x=
wi i X12
\or )\
(h, = a(sh) (i =1,2,3)
{ hy = a(sih — ’
h ZDEZRD-LNGROT-LY) !
\' "3 ANEINZDIEZERET 5D TIELL,

XalFiE 1L BEK activation function WMICEOEESE S (=HIMFE)



—a—JIILRYbT =V LT E

» hidden layer — output layer

{sf = wfihy + w8 hy + wihy — 69 =

mput  (hidden  output

s wy h
o __ ] _ 2

Z/ZL, w, = h =

T T l./ W] WS(’)] <h3>

9].0 —1

—_ 0

{Zl = alsi (=12

Zz | . ]

CDEZERO=LNGROT=LY) !
ABINZDEFHRET SN TIEEL,

XalFiE 1L BEK activation function WMICEOEESE S (=HIMFE)



—a—JIILRYbT =V LT E

» output layer — results
- 4 x 3EHRDERHR/ 7 5E

o z; ... XFICHZIRIEQIZEVDFECOH AT EEER)

o z, ... XFITHIRE (HIEWFETD A BE T4 K)

~ 1 o = ~ (0 o =
{Zl L CERS {Zl STHE?S

Z, = 0 Z, = 1

. VI ABEE (softmax function)

( e
Z_l - ~Z Z, (S (0,1) —
) e 18-;28 21+ 7y, = 1 N {21
%= € 0D ’
=100
PERE error | (t—21)%4(t — 2,)?
comEngnz | €T 2
AL, B
FEIEDS e = _(tl 10g21 + tz log Zz)

a’ 1®

input  hidden joutput

.CTHLHHESR
TTHHIER

2FIRE ZHHEFES
HEEMZLN

REIVMOE—RE
(cross entropy error)




—a—JIILRYbT =V LT E

> IRE error FHMATHEMEFE (BEIHYFE DIEE)
— EME[AANEIEFR[ZEN) (1), 1) DIELEHERT S

CEETTET

[A 7]
XiyeeosX s

B () | (tpt) @t (pt) () (@) (.0 () ()
[FEm] |=(1,0)| =(1,0) =(1,0) =(0,1) =(0,1) =(1,0) =(0,1) =(1,0) =(1,0)

STEIE () 2)| (z,2) (Epz) (z2) (21,2) (2z) (zhz) (25,2) (2,2)) ...

RE et € €; € €s s €7 €s €9
‘ e, = —(t;logz, +t,logz
i (t110g 2, +t; log7,) — B[22 #RTIEA<
-1 O HITTEY
REDMIIE=¢,te,Te; e, te;tete,tegte,.. | 5@3-17,;3,-@:5

ZNEE (DR NF/MILEEEIZ, 2YRT—ODZ 1=V EDEE DE
[IASA=B](w] (i =1,2,3), w) (j = 1,2) ) EHMICFE -BRESED



M s (BEpLing/IMe)
>EREF E Om/ME

E=e +e,+...

e, = —(t;logz; +t,logz,)

input  hidden output

0 oT ij hy
— 0] —_— o)
Zl o a(Sl) Sl o (Wl) h 71.__7«-_;1/ wo = sz h = hZ
Z5 P s hs
9° —1
G=12\" "/

_ Hy ((H — ;o HNT /W“' X1
hy =a(sy) [si =wi)'x wil X5
o H H __ H~N\T —F= H _ : —

hy = a(sy) §sz = (wy) x =Low; B
Wi2,i X12
hs \ o \ o ) -1
(i=123)"\"i

EZRINET BNTA—R(EH) w!(j = 1,2), w' (i = 1,2,3) DIEZRDHF=L
RO : (AHE+1) x (BNBE)+ [ENEE+1) x (HAE)=13*3+4*2 =47

» BATHIZAEC RO B) QIEEBRDT, REHIE B (QE®) TRHD




et B ( n,\%d)%.ﬁﬂrll\ﬂ:)
> REMESE (AEEE)

o FHABE w! NS EIBEARE w AN WodAw!
o FRDBH wh=wh+naw* (k=0,1,2,.

VIR kBIEDOETAR Awk (k 0,1,2,...
v RIEH A X (step size) 7

> Bx = lF T i& steepest descent method K'w*
* [FTRAM Aw l:%%lﬁ'l‘ﬁﬁ’éﬁ'ﬁ?iﬁ/a_f

awl
- B Aw) DREBETARIE-VFw) =—|

af
ABABTAROREO—ET, BLEELTR o )

X B)BRE Dstep sizel IBEEEXFEINRATYITEBIZER



*%*ﬁ?%l nA%O)"ﬁ.L.\*DE_/J\1|Z>
> BIEDfEw EFET AR Aw

/Wlol\ /Awfl
W201 AW21
Wcl) W301 Awl Awgl
W) : Wz .
H . 47 :
=| W = = AW =
w 11_1 W]I_—{g E R ) AW Il_l AW{{; )
L) H Aw;, H .
H / W23 H / Awsy3
W3 : AW3 .
H H
\W12,3/ AW12,3/ w*
64 AOY

> BIREDRERIM E DRART AR

OE OFE de de
Aw=—VE(w)=—<—), — 1_|__2_|_

an an an an




=B (

>

A

.\

t 7]

B D BBEE[(Ea3+8ME1) x —sE]

3
= G ey = (1~ WD
aa\;gl = gz g;l) aa‘;; = (z; — ty)a'(s7)hy
= 0 g, = 1 DR
[ A

raaep _ ZZ ZZ’ aa;f;z = (2, — t)a'(s9)h;
= G e = 2 D

de, Ode,dz; 0s

i

= —(zp — tp)a'(s3)

0z, 053 007

n,\ﬁf'iwﬁ & /fbackpropagatlon)

input  (hidden  output
e, = —(t;logz; + t;logz,) {21 = als1)
2
(De (9
2= (2 t;) = d(sD)
0z, ds? 1
= de =9 0z
3z, ~ %21 = a/(s
\ Y 42 LaSz

0O __ (0] (0 [0)
{51 = wy1hy + wy1hy + w3 hy —

fasl B 651 B ds;  0s7
hl _hZ o 3 0

dsy 652 3 ds;  0s3
1 - 2 — 13

AL owy, ows, 007




=B (

>

n,\ﬁf'iwﬁ & /fbackpropagatlon)

[E2A 2 D BB (@ 12+71E) x 2=39/E]
v i=1(H,),2(H,),3H,;) DIHFEDE13E

( de, (Oe, 0z dsy 0Oey 0z, sy dh; ds{!
owll — \dz, 0s? dh; = 0z, 0sS dh; ) ds! ow!
= ((21 —tp)a' (sPw + (23 — tz)a’(szo)WiOz)a’(S{I)xl
de,  (Oe, 0z sy 0Oey 0z, 053\ Oh; ds{!
Yowr,, ~ \0z, 8sP 0, ' 0z, 0s3 9k, ) asH awl, (i=123)
= ((z1 — tpa' (W) + (2, — tp)a' (9w )a' (s )x1 ”
de, 0e, 0z, 0s? Oey, 0z, 0s3\ dh; ds{ hy = a(sy)
907 ~ \Bz, 050 Oh, " 3z, 952 9, ) as? 907 ) h2 = alsz)
h
\ = —((21 —tya' (sPw + (2 — tz)a'(szo)wioz)a'(sﬁ) \
(9sH dsH dsH f% = a'(s)
(H H H H g X T Mgy = dsH !
Sl — W11x1 + -+ le‘lxlz — 81 anl anZ,l 001 ahl
dsi dsi dsi 2
asy = wihxy + o wihoxg, — 07 | S 5Win = xl,---,awfz22 = xlz,ﬁ =—-1 = sl a'(sy
H )
X X1 X12 — 03 dsil dsi dsi Ohs ' H
= Xu " g = X120 = 1 7 = a(s3)
| Ow1s 0wy 063 | 053




*ﬂ% *J‘TJZ ? EI ( e YIRE 5£backpropagation)

> SETEIEBRE a(s) D5 a’(s)
— U EAFBEA#K sigmoid function

S =

=o(s){l—o(s)}

—  WHIHR IE B8 2% hyperbolic tangent function

eS — =S

tanh(s) =
(s) e’ +e™>

— S T7B# ReLU ramp function

ReLU(s) = {(S) g i gg

ot  (e®+ e 5)? — (eSS —e~%5)?

ds (esS + e~%)?
= 1 — tanh(s)?
OR 1 (s >0)
ds |0 (s<0)

X s=0TH 5 A~ Al BE indifferentiable
KB KLY s=0TEH M7 AIBE subdifferentiable




HFE (HmHYEE)

> B E O 7 )L31) X L algorithm

I. ANEEBOMZTTRDEER. PIEIE v’ ZERK
FR1=VIEBEDEDHEEZERTE). k=0

2. AN, x,) Do, FAZVRERDIE wk TH S
(Z] )RR (X EFLI-2TIZTDOWTEHE)

3. IEfE (1, ,)EHN(, z,) DORRE EZTE (X
BLI=ETICTOWTETEL, REe, DM E Z51H)

4. 3/_E E H+5 \/J\E“L\(E<8)7°d~b"f£7 O Tl
NIE, REFGIBETHER AW Z5TE

5. WA (AR TIE) THRZEH w =wl+ 4wk,
k=k+1 ELT step 2~




4% 14l r=n 213 24 33
RS (HEmHYEE)
X2 EEER O s{ESDeep Learning] 754
> £ B J—S1% (2016) 68 HECHTETH=vY
& SVIWESINY {51
c BOYEESTEIN? /1 BED/—F#HEESTLIMN?
vV EAEE w! DER(EE)
 Xavier®D #HAE (sigmoid B8 £k /tanh B £k)
« HeD#FEAE (ReLURBH )
vV B)ELEDZEIR & step size DRDA

- 2 [& T % steepest descent method

* Momentum

* AdaGrad; adaptive gradient
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